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A B S T R A C T

During adolescence, youth venture out, explore the wider world, and are challenged to learn how to navigate
novel and uncertain environments. We investigated how performance changes across adolescent development
in a stochastic, volatile reversal-learning task that uniquely taxes the balance of persistence and flexibility. In
a sample of 291 participants aged 8–30, we found that in the mid-teen years, adolescents outperformed both
younger and older participants. We developed two independent cognitive models, based on Reinforcement
learning (RL) and Bayesian inference (BI). The RL parameter for learning from negative outcomes and the BI
parameters specifying participants’ mental models were closest to optimal in mid-teen adolescents, suggesting
a central role in adolescent cognitive processing. By contrast, persistence and noise parameters improved
monotonically with age. We distilled the insights of RL and BI using principal component analysis and found
that three shared components interacted to form the adolescent performance peak: adult-like behavioral
quality, child-like time scales, and developmentally-unique processing of positive feedback. This research
highlights adolescence as a neurodevelopmental window that can create performance advantages in volatile
and uncertain environments. It also shows how detailed insights can be gleaned by using cognitive models in
new ways.
1. Introduction

In mammals and other species with parental care, there is typically
an adolescent stage of development in which the young are no longer
supported by parental care, but are not yet adult (Natterson-Horowitz
and Bowers, 2019). This adolescent period is increasingly viewed as
a critical epoch in which organisms explore the world, make pivotal
decisions with short- and long-term impact on survival (Frankenhuis
and Walasek, 2020), and learn about important features of their envi-
ronment (Steinberg, 2005; DePasque and Galván, 2017), likely taking
advantage of a second window of brain plasticity (Piekarski et al.,
2017b; Larsen and Luna, 2018; Lourenco and Casey, 2013).

In humans, adolescence often involves an expansion of environ-
mental contexts (e.g., new pastime activities, growing relevance of
peer relationships) and increasingly frequent transitions between such
contexts, creating contextual volatility (Albert et al., 2013; Somerville
et al., 2017). Adolescents also experience increased outcome stochastic-
ity, for example as a consequence of increased risk-taking and sensation
seeking (Romer and Hennessy, 2007; van den Bos and Hertwig, 2017).
Accordingly, it has been argued that adolescent brains and minds may
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be specifically adapted to contextual volatility and outcome stochastic-
ity, showing an increased ability to learn from and succeed in these
situations, compared to both younger and older people (Dahl et al.,
2018; Sercombe, 2014; Davidow et al., 2016; Johnson and Wilbrecht,
2011; Lourenco and Casey, 2013; Lloyd et al., 2020).

This prediction would reveal itself as an (inverse) U-shaped relation-
ship of age and performance in volatile and stochastic contexts. Indeed,
recent research has revealed U-shaped developmental patterns in sev-
eral related domains, including creativity (Kleibeuker et al., 2013),
social learning (Gopnik et al., 2017; Brandner et al., 2021; Blakemore
and Robbins, 2012), and value learning (Insel and Somerville, 2018;
Rosenbaum et al., 2020; Davidow et al., 2016; Cauffman et al., 2010).
However, other studies have shown linear trajectories (i.e., continuous
increase from childhood to adulthood, with intermediate levels during
adolescence; e.g., (Decker et al., 2016; Xia et al., 2021)) or saturating
patterns (i.e., adolescence as crucial period in which adult levels are
reached; e.g., (Master et al., 2020; Defoe et al., 2015; Somerville et al.,
2017)). It is therefore an open question whether the development of
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decision making follows a linear, saturating, or U-shaped trajectory in
volatile and stochastic contexts.

The goal of this study was to examine this question in a controlled
laboratory environment. We used a large cross-sectional developmental
sample (𝑛 = 291) with a wide, continuous age range (8–30 years), of-
fering enough statistical power to observe non-linear effects of age. We
also aimed to identify a computational explanation of developmental
changes in behavior, using a novel computational modeling approach.

1.1. Stochastic reversal learning

To measure learning in volatile and stochastic contexts, we used a
stochastic reversal learning task adapted from a two-arm bandit task
developed for mice (Tai et al., 2012). Reversal tasks are a cornerstone
of cognitive neuroscience, thought to measure response inhibition and
cognitive flexibility more broadly (Izquierdo et al., 2017). In stochas-
tic reversal-learning tasks, participants need to balance two opposing
goals: On one hand, they need to rapidly change their strategy when-
ever they identify a context switch; on the other hand, they need to
persist in the face of negative outcomes that occur due to feedback
stochasticity, but do not signal context switches. Stochastic reversal
tasks therefore are sensitive to the balance between persistence and
flexibility, which are cognitive capabilities that might undergo crucial
development during adolescence (Dahl et al., 2018).

Reversal tasks have been used abundantly in human developmental
populations (e.g., (Harms et al., 2018; Dickstein et al., 2010a; Finger
et al., 2008; Dickstein et al., 2010b; Hildebrandt et al., 2018; Adleman
et al., 2011; Minto de Sousa et al., 2015; DePasque and Galván, 2017)).
However, the shape of the developmental trajectory in these tasks
remains unclear, based on the current literature. To our knowledge,
only three studies have addressed this question directly: Two used
binary group designs (assessing linear age changes; Javadi et al., 2014;
Hauser et al., 2015), but showed no significant age differences. A
third study employed a deterministic reversal task, and tested four age
groups across adolescence, which allowed to assess non-linear changes
van der Schaaf et al., 2011). In this study, an adolescent peak in
eversal performance was observed when participants trained with
egative feedback, but not positive feedback (Fig. 3; van der Schaaf
t al., 2011). Here, we sought to extend this finding by studying a
arger sample, adding stochasticity, and providing insights into the
ognitive mechanisms that support adolescents’ performance by using
omputational modeling.

An abundance of studies has mapped the brain regions and neuro-
ransmitters that support reversal learning (e.g., orbitofrontal cortex,
edial prefrontal cortex, striatum, basal ganglia; serotonin, dopamine,

lutamate; Izquierdo et al., 2017; Clark et al., 2004; Izquierdo and
entsch, 2012; Frank and Claus, 2006; Hamilton and Brigman, 2015;
ehagia et al., 2010; Yaple and Yu, 2019). Many of these neural
ubstrates undergo critical developmental changes during adolescence
nd early adulthood, often following non-linear trajectories (Toga
t al., 2006; Giedd et al., 1999; Sowell et al., 2003; Gracia-Tabuenca
t al., 2021; Casey et al., 2008; Somerville and Casey, 2010; Albert
t al., 2013; Lourenco and Casey, 2013; DePasque and Galván, 2017;
iekarski et al., 2017b; Dahl et al., 2018; Larsen and Luna, 2018; Laube
t al., 2020a). Importantly, some of these neural changes (specifically
opamine and ventral striatum) may be related to behavioral U-shapes
Harden and Tucker-Drob, 2011; Braams et al., 2015), with a potential
ole for puberty onset (Braams et al., 2015; Op de Macks et al., 2016;
lakemore et al., 2010), as shown by research on sensation seeking
nd risk taking. Therefore, the developmental trajectory of the neural
ystems relevant for reversal learning, as well as their behavioral
orrelates, are in accordance with a special role of adolescence in the
urrent paradigm.

Studies of learning and cognitive flexibility in developing animals
ay support a U-shaped prediction as well. Rodent studies have re-
2

ealed differences in adolescent performance under stochastic and
volatile conditions. Adolescent rodents showed more robust Pavlovian
responding compared to adults when reinforcement is probabilistic, but
not deterministic (Meyer and Bucci, 2016). Adolescent rodents showed
greater flexibility in reversal learning compared to adult when task con-
texts involved four choices but not two choices, a factor contributing to
greater uncertainty (Johnson and Wilbrecht, 2011). Adolescent rodents
have also shown greater flexibility than adults updating responses to a
cue that changed from signaling an inhibitory response to an appetitive
response (Simon et al., 2013. There is also literature in which adult
rodents show performance advantage over adolescents, see Newman
and McGaughy, 2011; Shepard et al., 2017). More broadly, human and
non-human animal studies both hint that the flux of multiple systems
developing simultaneously produces complex effects on learning and
decision making (Master et al., 2020), such that linear changes in
two or more systems may generate non-linear patterns in behavior.
Computational modeling can potentially shed light on such an interplay
between systems.

1.2. Computational modeling

1.2.1. Reinforcement Learning (RL)
RL is a popular framework to model probabilistic reversal learn-

ing (Gläscher et al., 2009; Peterson et al., 2009; Chase et al., 2010;
Javadi et al., 2014; Hauser et al., 2015; Boehme et al., 2017; Metha
et al., 2020). RL agents choose actions based on action values that
reflect actions’ expected long-term cumulative reward. Action values
are typically estimated by incrementally updating them every time an
action outcome is observed (Section 4.5.1). The size of each update,
determined by an agent’s learning rate, captures the integration time
scale, i.e., whether value estimates are based on few recent outcomes,
or many outcomes that reach further into the past. A specialized
network of brain regions, including the striatum and frontal cortex, has
been associated with specific RL-like computations (Frank and Claus,
2006; Niv, 2009; Lee et al., 2012; O’Doherty et al., 2015).

As a computational model, RL interprets cognitive processing during
reversal learning as value learning : RL agents continuously adjust cur-
rent action values based on new outcomes, striving to learn increasingly
accurate values (Fig. 3A, left). Importantly, the same gradual learning
process occurs during stable task periods and after context switches,
without an explicit concept of switching. Behavioral switching only
occurs once the previously-rewarding action has accumulated enough
negative outcomes to push its value below the previously-unrewarding
action. This gradual change may fail to capture the quick and flexi-
ble switching behavior observed in humans and non-human animals
(Izquierdo et al., 2017; Costa et al., 2015).

Because basic RL algorithms hence behave sub-optimally in volatile
environments (Gershman and Uchida, 2019; Sutton and Barto, 2017),
we implemented model augmentations that alleviate these issues, in-
cluding separating learning rates for positive versus negative outcomes
(e.g., (van den Bos et al., 2012; Frank et al., 2004; Cazé and van
der Meer, 2013; Christakou et al., 2013; Harada, 2020; Palminteri
et al., 2016; Javadi et al., 2014; Lefebvre et al., 2017; Dabney et al.,
2020)), allowing for counter-factual updating (i.e., learning about non-
chosen options; e.g., (Boorman et al., 2011; Palminteri et al., 2016;
Boehme et al., 2017; Gläscher et al., 2009; Hauser et al., 2014)), and for
choice persistence (i.e., repeating actions independent of the outcome;
e.g., (Sugawara and Katahira, 2021)). See Section 4.5.1 for details.

1.2.2. Bayesian Inference (BI)
However, many have argued that a different computational frame-

work, BI (specifically, Hidden Markov Models), provides a better model
for human and animal behavior in reversal tasks than RL (Gershman
and Uchida, 2019; Fuhs and Touretzky, 2007; Bromberg-Martin et al.,
2010; Costa et al., 2015; Solway and Botvinick, 2012). Indeed, BI
models have shown better fit than RL models in empirical studies on

macaques (Bartolo and Averbeck, 2020) and human adults (Hauser
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Fig. 1. (A) Task design. On each trial, participants chose one of two boxes, using the two red buttons of the shown game controller. The chosen box either revealed a gold coin
(left) or was empty (right). The probability of coin reward was 75% on the rewarded side, and 0% on the non-rewarded side. (B) The rewarded side changed multiple times,
according to unpredictable task switches, creating distinct task blocks. Each colored line (blue, red) indicates the reward probability (𝑝(𝑟𝑒𝑤𝑎𝑟𝑑)) of one box (left, right) at a given
trial, for an example session. (C) Average human performance and standard errors, aligned to true task switches (dotted line; trial 0). Switches only occurred after rewarded trials
(Section 4.3), resulting in performance of 100% on trial -1. The red arrow shows the switch trial, gray bars show trials included as asymptotic performance. (D) Average probability
of repeating a previous choice (‘‘stay’’) as a function of the two previous outcomes (𝑡−2, 𝑡−1) for this choice (‘‘+’’: reward; ‘‘–’’: no reward). Error bars indicate between-participant
standard errors. Red arrow highlights potential switch trials like in part C, i.e., when a rewarded trial is followed by a non-rewarded one, which—from participants’ perspective—is
consistent with a task switch. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
et al., 2014; Schlagenhauf et al., 2014; albeit with mixed results in
adolescents: Jepma et al., 2020). Furthermore, BI is the standard mod-
eling framework in the ‘‘inductive reasoning’’ literature, whose tasks
often have the same structure as stochastic reversal-learning tasks
(e.g., (Nassar et al., 2012; O’Reilly et al., 2013; Yu and Dayan, 2005)).

The main reason for the supposed superiority of BI in reversal
learning is the ability to reason about hidden states and switch behavior
rapidly after recognizing state changes. Hidden states are unobserv-
able features that determine an environment’s underlying mechanics
(e.g., in reversal tasks, which choices are objectively correct and incor-
rect). These states can be difficult to infer because observable outcomes
are often probabilistic. BI agents infer hidden states by engaging predic-
tive models that determine how likely different outcomes occur in each
state (e.g., how likely a negative outcome occurs after a correct versus
incorrect choice). Agents continuously combine state likelihoods with
their prior beliefs about hidden states to obtain updated posterior beliefs
about these hidden states (Perfors et al., 2011; Sarkka, 2013).

Even though the BI framework therefore provides an excellent
choice to model stochastic reversal learning, it is still less common, and
hence could provide insights into the development of reversal learning
that have so far escaped our attention: For example, BI can characterize
predictive mental models and inferential reasoning.

The goal of this study was to characterize adolescent behavior in
stochastic reversal, and to identify its underlying cognitive mecha-
nisms: Whereas RL can tell us about participants’ learning rates in
different situations and is in line with previous developmental modeling
work (Javadi et al., 2014; Hauser et al., 2015), as well as the majority
of non-developmental work on reversal learning and most standard
cognitive neuroscience tasks, BI can assess participants’ mental task
models and inferential processes, and is increasingly seen as a superior
model compared to RL for reversal paradigms.
3

Using in-depth modeling analyses, we found that both models pro-
vided good models of human behavior, and that their insights could be
combined to identify features of cognitive processing that went beyond
any specific model, including behavioral quality (i.e., task performance
in the most general sense) and time scales (i.e., whether decisions
are based on just the most recent outcomes, or on a long-running
average of many past outcomes). Our results support the existence of
an adolescent performance peak in stochastic reversal learning, which
can be explained in terms of multiple cognitive mechanisms including
learning, exploration, and inference.

2. Results

2.1. Task design

Participants were told that their goal was to collect gold coins,
which were hidden in one of two locations (Fig. 1A). The location that
contained the coin changed unpredictably, generating volatility, and the
correct location did not always provide coins, adding stochasticity. On
each trial, two identical boxes appeared on the screen. Participants
chose one, either receiving a coin (reward) or not (Fig. 1A). The
correct location was rewarded in 75% of the trials on which it was
chosen, whereas the other one was never rewarded, in accordance
with the rodent task from which the current task was adapted (Tai
et al., 2012). Positive outcomes were therefore diagnostic of correct ac-
tions, whereas negative outcomes were ambiguous, arising from either
stochastic noise or task switches. After reaching a non-deterministic
performance criterion (Section 4.3), an unsignaled switch occurred, and
the opposite location became rewarding. Participants encountered 5–9
switches and completed a total of 120 trials (Fig. 1B). Before the main
task, participants completed a child-friendly tutorial (Section 4.3).
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2.2. Task behavior

Participants gradually adjusted their behavior after task switches,
and on average started selecting the correct action about 2 trials after
a switch, reaching an asymptotic performance of around 80% correct
choices within 3–4 trials after a switch (Fig. 1C). Participants almost al-
ways repeated their choice (‘‘stayed’’) after receiving positive outcomes
(‘‘– +’’ and ‘‘+ +’’), and often switched actions after receiving two neg-
ative outcomes (‘‘– –’’). Behavior was most ambivalent after receiving
a positive followed by a negative outcome (‘‘+ –’’), i.e., on ‘‘potential’’
switch trials (red arrows in Fig. 1C and D; for age differences, see suppl.
Fig. 4).

2.2.1. Age differences: Performance peak in adolescents
Several behavioral measures indicate good performance on this

task: Overall accuracy (percentage of trials on which the currently
experimenter-defined correct box is chosen, independent of reward);
total number of points won; response times on correct trials (effi-
ciency of execution); number of blocks completed (because the switch
criterion was performance dependent); willingness to repeat a choice
(‘‘stay’’) after a potential switch (signaling an understanding of reward
stochasticity); and asymptotic accuracy (accuracy during the ‘‘stable’’,
non-switching phase of each block). Some of these measures are cor-
related and potentially redundant (e.g. accuracy, points, and number
of blocks); some are correlated but target different aspects of perfor-
mance (e.g. win-stay and lose-switch); others can be considered more
independent (e.g. reaction times).

We used (logistic) mixed-effects regression to test the continuous
effects of age on each performance measure (Section 4.4), and found
positive linear and negative quadratic age effects in all cases (Table 1).
This is in accordance with a general increase in performance from
childhood to adulthood that is modified by the hypothesized adolescent
peak in performance. To confirm the existence of this peak (as opposed
to any other non-linear developmental pattern that would be reflected
in a quadratic age effect), we conducted two-line regression, a method
specifically designed to detect U-shapes (Simonsohn, 2018). Indeed, we
observed statistically significant U-shapes for overall accuracy, number
of points won, response times on correct trials, and number of blocks
(Table 2). Except for response times, all of these measures showed
change points between 13.29 and 14.55 years of age. Even though
the U-shape failed to reach significance for staying after (pot.) switch
and asymptotic performance, these measures were also qualitatively
consistent with a U-shape and switch point in mid-adolescence.

To further assess the performance peak, we calculated rolling per-
formance averages (Section 4.4), confirming peaks at around 13–
15 years in most performance measures, including overall accuracy
(Fig. 2A), points won (Fig. 2A), performance after potential switch
trials (Fig. 2E), and asymptotic performance (Fig. 2F). Overall accuracy
inclined steeply between ages 8–14, after which it gradually declined,
settling into a stable plateau around age 20 (Fig. 2A). The number of
points showed a similar pattern (Fig. 2B). The willingness to repeat
previous actions after a single negative outcome (Fig. 2E) showed a
similarly striking increase between children and adolescents, and a (less
pronounced) decline for adults. This measure reveals that in our task,
adolescents were most persistent in the face of negative feedback. Per-
formance during stable task periods (accuracy on asymptotic trials) also
was highest in adolescents, especially compared to younger participants
(Fig. 2F). Response times were the only performance measure in which
adolescents were outperformed by adult participants (Figs. 2C, 3D).

For easier visualization of finer aspects of behavior, we finally
binned participants into discrete age groups, forming four equal-sized
bins for participants aged 8–17, and two for adults (section 6.2; suppl.
Fig. 11A). The performance peak was again evident in the intermediate
age range (third youth quartile), suggesting that mid-adolescents out-
performed younger participants, older teenagers, and adults (Fig. 3C–
4

F). This result was not contingent on the choice of binning (Appendix 𝑡
Table 1
Statistics of mixed-effects regression models predicting performance measures from
sex (male, female), age (z-scored; ‘‘lin.’’), and quadratic age (square of z-scored age;
‘‘qua.’’; for details, see Section 4.4). Overall accuracy, stay after potential (pot.) switch,
and asymptotic performance were modeled using logistic regression, and z-scores are
reported. Log-transformed response times on correct trials and total points won were
modeled using linear regression, and t-values are reported. * 𝑝 < .05; ** 𝑝 < .01, ***
𝑝 < .001. All models showed significant quadratic effects of age, supporting an inverse-U
shaped developmental trajectory of performance.

Performance measure (Figure) Predictor 𝛽 z/t p sig.

Overall accuracy (2A) Age (z, lin.) 0.043 2.38 0.017 **
Age (z, qua.) −0.052 −3.11 0.0019 **
Sex 0.009 0.2 0.77

Total points (2B) Age (z, lin.) 1.23 2.82 0.0052 **
Age (z, qua.) −0.036 −3.11 0.0021 **
Sex 0.19 0.23 0.82

Response times (2C) Age (z, lin.) −0.21 −10.1 < 0.001 ***
Age (z, qua.) 0.14 7.3 < 0.001 ***
Sex 0.19 5.0 < 0.001 ***

Number of blocks (2D) Age (z, lin.) 0.13 2.6 0.0097 **
Age (z, qua.) −0.0036 −2.7 0.0070 **
Sex 0.04 0.4 0.66

Stay after (pot.) switch (2E) Age (z, lin.) 0.44 3.78 < 0.001 ***
Age (z, qua.) −0.38 −3.48 < 0.001 ***
Sex 0.26 1.24 0.21

Asymptotic perf. (2F) Age (z, lin.) 0.17 3.57 < 0.001 ***
Age (z, qua.) −0.18 −3.97 < 0.001 ***
Sex 0.030 0.35 0.73

Table 2
Two-line regression for performance measures (Simonsohn, 2018). ‘‘Slope 1’’ and ‘‘slope
2’’ indicate the slopes of the younger and older group, respectively. ‘‘Age’’ indicates the
age cut off that separates the younger and older group of participants. P-values and
significance are reported separately for each group. A U-shaped relationship is present
when the slopes of the younger and older groups are both significant, with opposite
signs. The existence of such a U-shape is indicated by a star in the ‘‘U’’ column.

Performance measure Slope 1 𝑝 sig. Slope 2 𝑝 sig. Age U

Overall accuracy 0.91 0.002 ** −0.16 0.028 * 13.29 *
Points won 1.51 < 0.001 *** −0.3 0.002 ** 13.66 *
RTs (correct trials) −20.53 < 0.001 *** 6.63 0.030 * 18.92 *
Number of blocks 0.11 0.002 ** −0.03 0.043 * 14.55 *
Stay after (pot.) switch 5.15 < 0.001 *** −0.35 0.53 – 15.13 –
Asympt. perf. 0.01 0.0007 *** 0 0.36 – 14.74 –

6.3.3). Repeated, post-hoc, 5-wise Bonferroni-corrected t-tests revealed
several significant differences comparing 13-to-15-year-olds to younger
and older participants (Fig. 3C–F, suppl. Table 9).

We next focused on the differential effects of positive compared to
negative outcomes on behavior, finding that adolescents adapted their
choices more optimally to previous outcomes than younger or older
participants. To show this, we used mixed-effects logistic regression
to predict actions on trial 𝑡 from predictors that encoded positive or
negative outcomes on trials 𝑡−𝑖, for delays 1 ≤ 𝑖 ≤ 8 (Section 4.4). First,
we observed that the effects of positive outcomes were several times
larger than the effects of negative outcomes (suppl. Table 8; Fig. 8B,
C, E, F). This pattern was expected given that positive outcomes were
diagnostic, whereas negative outcomes were ambivalent, and shows
that participants adjusted their behavior accordingly.

The regression also showed an interaction between age and previous
outcomes, revealing that the effects of previous outcomes on future
behavior changed with age (suppl. Fig. 8B, C, E, F; suppl. Table 8).
On trials 𝑡 − 1 and 𝑡 − 2, positive outcomes interacted with age and
squared age (all 𝑝′𝑠 < 0.014; suppl. Table 8), confirming that the effect
of positive outcomes increased with age and then slowly plateaued
(suppl. Fig. 8C, F). For negative outcomes, the sign of the interaction
was opposite for trials 𝑡−1 versus 𝑡−2 (all 𝑝′𝑠 < 0.046; suppl. Table 8),
howing that the effect of negative outcomes flipped, being weakest
n adolescents for trial 𝑡 − 1 (suppl. Fig. 8B), but strongest for trial
− 2. In other words, mid-adolescents were best at ignoring single,
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Fig. 2. Task performance across age. Each dot shows one participant, color denotes sex. Lines show rolling averages, shades the standard error of the mean. The stars for ‘‘lin’’,
‘‘qua’’, and ‘‘sex’’ denote the significance of the effects of age, squared age, and sex on each performance measure, based on the regression models in Table 1 (* 𝑝 < .05, ** 𝑝 < .01,
*** 𝑝 < .001) (A) Proportion of correct choices across the entire task (120 trials), showing a peak in adolescents. The non-linear development was confirmed by the quadratic
effect of age (‘‘qua’’; Table 1), and the U-shape by the significant two-line analysis (Table 2). (B) (Corrected) number of points won in the game (Section 4.4), showing a peak
in adolescents, confirmed by the quadratic effect of age and significant two-line analysis. (C) Median response times on correct trials. Regression coefficients differed significantly
between males and females; rolling averages are hence shown separately. The performance peak occurred after adolescence. (D) (Corrected) number of blocks completed by each
participant (Section 4.4), showing a quadratic effect of age. (E) Fraction of trials on which each participant ‘‘stayed’’ after a (potential, ‘‘pot.’’) switch trial (red arrows in Fig. 1C
and D), showing a peak in adolescents and quadratic age effect. (F) Accuracy on asymptotic trials (horizontal gray bars in Fig. 1C), also showing a peak in adolescents and
quadratic age effect.
ambivalent negative outcomes (𝑡 − 1), but most likely to integrate
long-range negative outcomes (𝑡 − 2), which potentially indicate task
switches.

To summarize, mid-adolescents outperformed younger participants,
older adolescents, and adults on a stochastic reversal task. Performance
advantages were evident in several measures of task performance, and
likely related to how participants responded to positive and negative
outcomes. To understand better which cognitive processes underlay
these patterns, we employed computational models featuring RL and
BI.

2.3. Cognitive modeling

We first identified a winning model of each family (RL, BI), com-
paring numerical fits (WAIC; Watanabe, 2013) between basic and
augmented implementations within each family (suppl. Fig. 18 and 19;
Table 3).

The winning RL model had four free parameters: persistence 𝑝,
inverse decision temperature 𝛽, and learning rates 𝛼+ and 𝛼− for pos-
itive and negative outcomes, respectively (Section 4.5.1). In addition
to ‘‘factual’’ action value updates on chosen actions, this model also
performed ‘‘counterfactual’’ updates on the values of unchosen actions
(Palminteri et al., 2016). For example, after receiving a reward for
choosing left (factual outcome), the algorithm both decreases the value
of the right choice (counterfactual update), and increases the value of
the left choice (factual update). The size of both factual and counter-
factual updates was controlled by learning rates 𝛼+ and 𝛼−, simplifying
the model (Table 3). Parameters 𝑝 and 𝛽 controlled the translation of RL
values into choices: Increasing persistence 𝑝 increased the probability
of repeating actions independently of action values. Small 𝛽 induced
decision noise (increasing exploratory choices), and large 𝛽 allowed for
reward-maximizing choices.
5

The winning BI model also had four parameters: besides choice-
parameters 𝑝 and 𝛽 like the RL model, these were task volatility 𝑝𝑠𝑤𝑖𝑡𝑐ℎ
and reward stochasticity 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 , which characterized participants’ in-
ternal task model (Fig. 3A; Section 4.5.2). 𝑝𝑠𝑤𝑖𝑡𝑐ℎ could represent a
stable (𝑝𝑠𝑤𝑖𝑡𝑐ℎ = 0) or volatile task (𝑝𝑠𝑤𝑖𝑡𝑐ℎ > 0), and 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 determin-
istic (𝑝𝑟𝑒𝑤𝑎𝑟𝑑 = 1) or stochastic outcomes (𝑝𝑟𝑒𝑤𝑎𝑟𝑑 < 1). Because the
actual task was based on parameters 𝑝𝑠𝑤𝑖𝑡𝑐ℎ = 0.05 and 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 = 0.75,
an optimal agent would use these values to obtain the most accurate
inferences.

In addition to providing better fit (Table 3), the two winning models
also validated better behaviorally compared to simpler versions, closely
reproducing human behavior (Figs. 4; 3C, E, F; suppl. Fig. 18 and Fig.
19; Palminteri et al., 2017; Wilson and Collins, 2019). The winning RL
model had the overall lowest WAIC score, revealing best quantitative
fit, but both models validated equally well qualitatively: Both showed
behavior that was almost indistinguishable from humans (Fig. 4), and
reproduced all qualitative age differences, including adolescents’ peak
in overall accuracy (Fig. 3C), proportion of staying after (potential)
switch trials (Fig. 3E), asymptotic performance on non-switch trials
(Fig. 3F), and their most efficient use of previous outcomes to adjust
future actions (suppl. Fig. 8B, C, E, F). Other models did not capture
all these qualitative patterns (suppl. Fig. 18 and Fig. 19). The closeness
in WAIC scores (Table 3) and the equal ability to reproduce details
of human behavior reveal that both models captured human behavior
adequately, and suggest that both provide plausible explanations of
the underlying cognitive processes. We therefore fitted both to partic-
ipant data to estimate individual parameter values, using hierarchical
Bayesian fitting (Fig. 3B; Section 4.5.3).

2.3.1. Age differences in model parameters
Across models, three parameters showed non-monotonic age trajec-

tories, mirroring behavioral differences: 𝛼 , 𝑝 , and 𝑝 declined
− 𝑟𝑒𝑤𝑎𝑟𝑑 𝑠𝑤𝑖𝑡𝑐ℎ
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Fig. 3. (A) Conceptual depiction of the RL and BI models. In RL (left), actions are selected based on learned values, illustrated by the size of stars (𝑄(𝑙𝑒𝑓 𝑡), 𝑄(𝑟𝑖𝑔ℎ𝑡)). Values
are calculated based on previous outcomes (Section 4.5.1). In BI (right), actions are selected based on a mental model of the task, which differentiates different hidden states
(‘‘Left is correct’’, ‘‘Right is correct’’), and specifies the transition probability between them (𝑝(𝑠𝑤𝑖𝑡𝑐ℎ)) as well as the task’s reward stochasticity (𝑝(𝑟𝑒𝑤𝑎𝑟𝑑)). The sizes of the two
boxes illustrate the inferred probability of being in each state (Section 4.5.2). (B) Hierarchical Bayesian model fitting. Box: RL and BI models had free parameters 𝜃𝑅𝐿 and 𝜃𝐵𝐼 ,
respectively. Individual parameters 𝜃𝑗 were based on group-level parameters 𝜃𝑠𝑑 , 𝜃𝑖𝑛𝑡, 𝜃𝑙𝑖𝑛, and 𝜃𝑞𝑢𝑎 in a regression setting (see text to the right). For each model, all parameters were
simultaneously fit to the observed (shaded) sequence of actions 𝑎𝑗𝑡 of all participants 𝑗 and trials 𝑡, using MCMC sampling. Right: We chose uninformative priors for group-level
parameters; the shape of each prior was based on the parameter’s allowed range. For each participant 𝑗, each parameter 𝜃 was sampled according to a linear regression model,
based on group-wide standard deviation 𝜃𝑠𝑑 , intercept 𝜃𝑖𝑛𝑡, linear change with age 𝜃𝑙𝑖𝑛, and quadratic change with age 𝜃𝑞𝑢𝑎. Each model (RL or BI) provided a choice likelihood
𝑝(𝑎𝑗𝑡) for each participant 𝑗 on each trial 𝑡, based on individual parameters 𝜃𝑗 . Action selection followed a Bernoulli distribution (for details, see Sections 4.5.3 and 6.2.2). (C)–(F)
Human behavior for the measures shown in Fig. 2, binned in age quantiles. (C), (E), and (F) also show simulated model behavior for model validation, verifying that models
closely reproduced human behavior and age differences.

Fig. 4. Model validation, comparing simulated behavior of the winning 4-parameter BI model (left column), humans (middle column), and the winning 4-parameter RL model
(right column). Both models show excellent fit, evident in the fact that simulated behavior is barely distinguishable from human behavior (Appendix 6.3.6). (A) Behavior in trials
surrounding a real switch of the correct choice (𝑡 = 0) shows that both models capture well the quick adaptation for all groups. Colors refer to age groups, red arrows show switch
trials, gray bars trials of asymptotic performance, like in Fig. 1C. (B) Stay probability in response to outcomes 1 and 2 trials back, like in Fig. 1D. Both models capture well the
empirical pattern of switching behavior.
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Table 3
WAIC model fits and standard errors for all models, based on hierarchical Bayesian
fitting. Bold numbers highlight the winning model of each class. For the parameter-
free BI model, the Akaike Information Criterion (AIC) was calculated precisely. WAIC
differences are relative to next-best model of the same class, and include estimated
standard errors of the difference as an indicator of meaningful difference. In the RL
model, ‘‘𝛼’’ refers to the classic RL formulation in which 𝛼+ = 𝛼−. ‘‘𝛼𝑐 ’’ refers to the
model in which factual and counterfactual learning rates were separate, but positive
and negative outcomes were not differentiated (𝛼+𝑐 = 𝛼−𝑐 ; Section 4.5.1).

Free parameters (count) (W)AIC WAIC difference

BI – (0) 31,959 2668 ± 0
𝛽 (1) 29, 291 ± 206 868 ± 78
𝛽, 𝑝 (2) 28, 423 ± 201 4769 ± 132
𝛽, 𝑝, 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 (3) 23, 654 ± 203 51 ± 10
𝛽, 𝑝, 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 , 𝑝𝑠𝑤𝑖𝑡𝑐ℎ (4) 23,603 ± 200 0

RL 𝛼, 𝛽 (2) 26, 678 ± 200 438 ± 44
𝛼, 𝛽, 𝛼𝑐 (3) 26, 240 ± 201 1429 ± 78
𝛼, 𝛽, 𝛼𝑐 , 𝑝 (4) 24, 811 ± 190 42 ± 13
𝛼+, 𝛽, 𝛼+𝑐 , 𝑝, 𝛼− (5) 24, 769 ± 213 1260 ± 73
𝛼+, 𝛽, 𝛼+𝑐 , 𝑝, 𝛼−, 𝛼−𝑐 (6) 23, 509 ± 211 17 ± 10
𝛼+ = 𝛼+𝑐 , 𝛼− = 𝛼−𝑐 , 𝛽, 𝑝 (4) 23,492 ± 201 0

drastically within the first three age bins (8–13 years), then reversed
their trajectory and increased again, reaching slightly lower plateaus
around 15 years that lasted through adulthood (Fig. 5). For 𝑝𝑠𝑤𝑖𝑡𝑐ℎ, age
differences were captured in a significant quadratic effect of age in the
age-based model (suppl. Table 14; for explanation of age-based and
age-less model, see Section 4.5.3). For 𝛼− and 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 , differences were
aptured in significant pairwise differences between mid-adolescents
nd other age groups, tested within the age-less model (suppl. Table
3). The two-line regression did not reveal a significant U-shape for
hese parameters (suppl. Table 15).

BI’s mental model parameters 𝑝𝑠𝑤𝑖𝑡𝑐ℎ and 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 reflect task volatil-
ty and stochasticity (Fig. 1A), and can be compared to the true task
arameters (𝑝𝑟𝑒𝑤𝑎𝑟𝑑 = 0.75; 𝑝𝑠𝑤𝑖𝑡𝑐ℎ = 0.05) to assess how optimal
articipants’ inferred models were. Both parameters were most optimal
n mid-adolescents, whereas younger and older participants strikingly
verestimated volatility (larger 𝑝𝑠𝑤𝑖𝑡𝑐ℎ), while underestimating stochas-

ticity (larger 𝑝𝑟𝑒𝑤𝑎𝑟𝑑). Similarly in RL, 𝛼− was lowest in mid-adolescents.
Indeed, lower learning rates for negative feedback 𝛼− were beneficial
because they avoided premature switching based on single negative
outcomes, while allowing adaptive switching after multiple negative
outcomes.

In both RL and BI, choice parameters 𝑝 and 𝛽 increased monoton-
ically with age, growing rapidly at first and plateauing around early
adulthood (Fig. 5, top two rows). The age-based model (Section 4.5.3)
revealed that both the linear and negative quadratic effects of age were
significant (suppl. Table 14). This shows that participants’ willingness
to repeat previous actions independently of outcomes (𝑝) and to exploit
the best known option (𝛽) steadily increased until adulthood, including
steady growth during the teen years. Results of the two-line regression
confirmed the monotonic increase in these parameters, as well as the
later maturation (suppl. Table 15). Parameter 𝛼+ showed a unique
stepped age trajectory, featuring relatively stable values throughout
childhood and adolescence, and an increase in adults (Fig. 5, left
column).

Through the lens of RL, these findings suggest that adolescents out-
performed other age groups because they integrated negative feedback
more optimally (𝛼−). Through the lens of BI, the performance peak
occurred because adolescents used a more accurate mental task model
(𝑝𝑠𝑤𝑖𝑡𝑐ℎ and 𝑝𝑟𝑒𝑤𝑎𝑟𝑑). Taken together, both models agree that behavioral
differences arose from cognitive difference in the ‘‘update step’’ of
feedback processing (i.e., value updating in RL; state inference in BI).
Age differences in the ‘‘choice step’’ (i.e., selecting actions), however,
showed monotonous age differences with steady growth in adolescents.
7

Fig. 5. Fitted model parameters for the winning RL (left column) and BI model
(right), plotted over age. Stars in combination with ‘‘lin’’ or ‘‘qua’’ indicate significant
linear (‘‘lin’’) and quadratic (‘‘qua’’) effects of age on model parameters, based on
the age-based fitting model (Section 4.5.3). Stars on top of brackets show differences
between groups, as revealed by t-tests conducted within the ‘‘age-less fitting model’’
(Section 4.5.3; suppl. Tables 13 and 14). Dots (means) and error bars (standard errors)
show the results of the age-less fitting model, providing an unbiased representation of
individual fits.

2.4. Integrating RL and BI—Going beyond specific models

These results raise an important question: Given that both RL and BI
fit human behavior well, how do we reconcile differences in their com-
putational mechanisms? To address this, we first determined whether
both models covertly employed similar computational processes, pre-
dicting the same behavior despite differences in form. A generate-and-
recover analysis, however, confirmed that they truly employed different
processes (Wilson and Collins, 2019; Heathcote et al., 2015; Appendix
6.3.7).

We next asked whether both models captured similar aspects of
cognition by assessing whether parameters were correlated between
models. Parameters 𝑝 and 𝛽 were almost perfectly correlated, suggest-
ng high consistency between models when estimating choice processes
for regression coefficients, see Fig. 6D). In addition, parameter 𝑝𝑟𝑒𝑤𝑎𝑟𝑑
BI) was strongly correlated with 𝛼− (RL), suggesting that beliefs about
ask stochasticity and learning rates for negative outcomes played
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Fig. 6. Relating RL and BI models. (A) Model recovery. WAIC scores were worse (larger; lighter colors) when recovering behavior that was simulated from one model (row)
sing the other model (column), than when using the same model (diagonal), revealing that the models were discriminable. The difference in fit was smaller for BI simulations
bottom row), suggesting that the RL model captured BI behavior better than the other way around (top row). (B) Variance of each parameter explained by parameters and
nteractions of the other model (‘‘𝑅2 ’’), estimated through linear regression. All four BI parameters (green) were predicted almost perfectly by the RL parameters, and all RL
arameters except for 𝛼+ (RL) were predicted by the BI parameters. (D) Spearman pairwise correlations between model parameters. Red (blue) hue indicates negative (positive)
orrelation, saturation indicates correlation strength. Non-significant correlations are crossed out (Bonferroni-corrected at 𝑝 = 0.00089). Light-blue (teal) letters refer to RL (BI)

model parameters. Light-blue/teal-colored triangles show correlations within each model, remaining cells show correlations between models. (C) & (E) Results of PCA on model
parameters (Section 4.5.5). (C) Age-related differences in PC1–4: As revealed by PC-based model simulations (Appendix 6.3.11), PC1 reflected overall behavioral quality. It showed
rapid development between ages 8–13, which were captured by linear (‘‘lin’’) and quadratic (‘‘qua’’) effects in a regression model. PC2 captured a step-like transition from shorter
to longer updating time scales at age 15. PC3 showed no significant age effects. PC4 captured the variance in 𝛼+ and differed between adolescents 15–17 and both 8–13 year
olds and adults. PC2 and PC4 were analyzed using t-tests. * 𝑝 < .05; ** 𝑝 < .01, *** 𝑝 < .001. (E) Cumulative variance explained by all principal components PC1–8. The first four
components analyzed in more detail captured 96.5% of total parameter variance. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
similar roles across models, presumably in participants’ response to
negative outcomes. The other mental-model parameter, 𝑝𝑠𝑤𝑖𝑡𝑐ℎ (BI), was
strongly negatively correlated with 𝛽 (RL), suggesting that beliefs about
task volatility in the BI model captured aspects that were explained by
decision noise in the RL model. This is consistent with the observation
that an agent that expects high volatility could be mistaken for one that
acts very noisily, given that both will make choices that are inconsistent
with previous outcomes. The only parameter that showed no large
correlations with other parameters was 𝛼+ (RL), potentially reflecting
a cognitive process uniquely captured by RL. Taken together, some
parameters likely captured similar cognitive processes in both models,
despite differences in their functional form, shown by large correlations
between models. Other parameters were more unique, potentially re-
flecting model-specific cognitive processes. Further analyzes confirmed
high shared explained variance between both models, using multiple
regression (Appendix 6.3.9).

So far, we have provided two separate cognitive explanations for
why adolescents performed our task better than other age groups:
RL poses differences in value learning as the main driver, whereas
BI poses differences in mental model-based inference. Could a single,
broader explanation combine these insights and provide more general
understanding of adolescent cognitive processing? To test this, we used
PCA to unveil the lower-dimensional structure embedded in the 8-
dimensional parameter space created by both models (Section 4.5.5).
We found that the PCA’s first four principle components (PCs) ex-
plained almost all variance (96.5%; Fig. 6E), showing that individual
differences in all 8 model parameters could be summarized by just
4 abstract cognitive dimensions, which distill the insights of both
models while abstracting away redundancies. To understand what these
abstract dimensions reflected, we directly assessed which effects each
PC had on behavior by simulating behaviors at high and low values of
each PC (taking advantage of the fact that PCs were linear combinations
8

of original model parameters, and could therefore be used directly to
simulate behavior using our models; Appendix 6.3.11; Table 16).

This analysis revealed that PC1, capturing the largest proportion
of parameter variance, reflected a broad measure of behavioral qual-
ity: Varying PC1 in simulation had striking effects on performance,
leading to low-accuracy, random choices at small values of PC1 but
optimal, highly accurate behavior at large values (suppl. Fig. 21A). PC2
represented integration time scales: At small values, simulated choices
were only based on one previous trial, whereas at large values, several
past trials mattered (suppl. Fig. 21B). PC3 captured responsiveness to
task outcomes: At low values, recent outcomes only affected behavior
minimally, whereas at high values, simulations seemed to overreact
to the most recent outcome (suppl. Fig. 21C). PC4 uniquely captured
RL parameter 𝛼+, which was the only parameter with a non-negligible
weight on this PC (suppl. Fig. 21D). Appendix 6.3.11 provides a more
detailed description of each PC.

Three of these four PCs (PC1, PC2, PC4) showed prominent age
effects: PC1 (behavioral quality) increased drastically until age 13, at
which it reached a stable plateau that lasted—unchanged—throughout
adulthood (Fig. 6C, top-left). Regression models revealed significant
linear and quadratic effects of age on PC1 (lin.: 𝛽 = −0.47, 𝑡 = −4.0,
𝑝 < 0.001; quad.: 𝛽 = 0.011, 𝑡 = 3.43, 𝑝 < 0.001), with no effect of sex
(𝛽 = 0.020, 𝑡 = 0.091, 𝑝 = 0.93). This suggests that the left side of the
U-shaped trajectory in task performance (Fig. 2; Fig. 3C–F) might be
caused by the development of behavioral quality (PC1): The peak in 13-
to-15-year-olds compared to younger participants could be explained
by the fact that 13-to-15-year-olds had already reached adult levels
of behavioral quality, while younger participants showed noisier, less
focused, and less consistent behavior.

By contrast, PC2 (updating time scales) followed a step function,
such that participants in the three youngest age bins (8–15 years) acted
on shorter times scales than participants in the three oldest bins (15–
30; Fig. 6C, top-right; post-hoc t-test comparing both groups: 𝑡(266.2) =
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3.44, 𝑝 < 0.001). This pattern is in accordance with the interpreta-
tion that children’s shorter time scales, facilitating rapid behavioral
switches (suppl. Fig. 21B, left), were more beneficial for the current
task than adults’ longer time scales, which impeded switching (suppl.
Fig. 21B, right). Differences in subjective time scale might therefore
be the determining factor that allowed adolescents to outperform older
participants, including adults.

PC4 (positive updates) differentiated the two adolescent age bins
(13–17) from both younger (8–13) and older (18–30) participants
(Fig. 6C, bottom-right), as revealed by significant post-hoc, Bonferroni-
corrected, t-tests (8–13 vs. 13–17: 𝑡(176.8) = 2.28, 𝑝 = 0.047; 13–17 vs.
8–30: 𝑡(176.6) = 2.49, 𝑝 = 0.028). In other words, after accounting
or variance in PC1-PC3, the remaining variance was explained by
3-to-17-year-olds’ relatively longer updating timescales for positive
utcomes (positive outcomes had relatively weaker immediate, but
tronger long-lasting effects).

In sum, the PCA revealed four dimensions that combined the find-
ngs of both computational models, allowing for more abstract insights
nto developmental cognitive differences: Adolescents’ unique compe-
ence in our task might be the result of adult-like behavioral qual-
ty in combination with child-like time scales and unique adolescent
rocessing of positive feedback.

. Discussion

Here, we tested performance in a volatile and stochastic reversal
ask across adolescent development in a large sample age 8–30. Several
ehavioral measures—including overall accuracy, number of points
on, number of blocks completed, staying on potential switch trials,
nd asymptotic performance—suggested a mid-adolescent peak in per-
ormance. Our data suggest that the mid-adolescent age group recruited
pecific behavioral strategies to achieve this peak, including ignoring
on-diagnostic negative feedback (Fig. 2E), showing persistent choices
uring stable task periods (Fig. 2F), and using negative feedback near-
ptimally (suppl. Fig. 8B, C, E, F). We statistically tested for adolescent
eaks using a variety of methods, including two-line regression to prove
he existence of U-shapes (Table 1; suppl. Fig. 9), quadratic regression
o verify non-linear developments (Table 2), rolling averages to map
he developmental trajectories more precisely (Fig. 2; suppl. Fig. 8A–
), pairwise t-tests to ascertain age group differences (Appendix 6.3.4),
nd age-bin analyzes to obtain the age at peak (Fig. 3C–F).

Though the precise outcomes varied slightly between different tests
nd behavioral measures, all supported a non-linear development of
erformance on the current task, and specifically the existence of a mid-
dolescent performance peak. The results are also consistent with the
dea that several cognitive functions contributed to this peak, including
uch with linear, saturating, and peaking patterns, explaining the mix
f linear, quadratic, and U-shaped results. Similarly, previous research
n a closely related task has suggested a combination of linear and
-shaped cognitive developments (van der Schaaf et al., 2011).

To test this prediction, we next investigated the cognitive processes
hat underlie this performance advantage. We considered that ado-
escents might integrate information over fewer trials than younger
r older participants, as suggested, e.g., by (Davidow et al., 2016),
r that they might process particular feedback types differently (e.g.,
Palminteri et al., 2016)). These hypotheses can be tested using com-
utational modeling in the RL framework, which explicitly estimates
earning rates, and can reveal a differentiation between feedback types.

It is also possible, however, that adolescents outperformed other
articipants due to a better understanding of the task dynamics, which
ould allow them to predict more accurately when a switch occurred.

ndeed, others have argued that both ‘‘model-based’’ behavior (Decker
t al., 2016) and the tendency to employ counterfactual reasoning
Palminteri et al., 2016) improve with age, suggesting potential age dif-
erences in the quality of mental task models. The BI framework is ideal
9

or testing this hypothesis because it explicitly targets participants’
ental models and inference processes.

(However, it should be noted that the RL model does not lack the
bility to draw inferences—the crucial difference is that inference is
ot made explicit in the RL model, just as learning is not made explicit
n the BI model, even though it does not lack the ability to learn; see
ppendix 6.4.3).

Another potential cognitive explanation is that adolescents might
xplore differently (Gopnik et al., 2017; Lloyd et al., 2020; Somerville
t al., 2017), or be more persistent, a behavioral pattern commonly
inked to PFC function (Morris et al., 2016; Kehagia et al., 2010),
hich continues maturation during adolescence (DePasque and Galván,
017; Giedd et al., 1999; Toga et al., 2006). Whereas the previous
wo hypotheses targeted the ‘‘updating’’ step of decision making, these
ypotheses concern the ‘‘choice’’ step, which can be tested in both RL
nd BI frameworks.

Our computational models revealed that several cognitive explana-
ions are possible for our behavioral results: The RL model showed
educed learning speeds for negative outcomes in mid-adolescence
Fig. 5, left), supporting developmental differences in feedback process-
ng and a differentiation of feedback types. The BI model suggested
mproved mental model parameters, supporting developmental differ-
nces in mental models and inference (Fig. 5, right). Crucially, the
uantitative fit of both models to human data was similar (Table 3),
nd they both qualitatively reproduced human behavior in simulation
Fig. 3; Fig. 4), suggesting that both explanations are valid.

Furthermore, both models agreed on developmental differences in
xploration/exploitation and persistence, conferring to the last hy-
othesis: Both showed monotonic trajectories between childhood and
dulthood (Fig. 5, top two rows), which might support or modulate
bserved U-shaped patterns. Taken together, our study suggests that the
bserved adolescent performance advantage in a stochastic and volatile
nvironment can be explained both by more adaptive negative feedback
rocessing and by more optimal mental models.

Both explanations, however, are framed within a specific compu-
ational model. Can we draw more general conclusions? A common
ethod to combine the insights of multiple models is to create a mix-

ure model—we decided against this possibility for several reasons (Ap-
endix 6.4.3), and instead used PCA to achieve this goal. This analysis
evealed that developmental changes can be captured by three abstract,
odel-independent dimensions that vary with age: behavioral quality

PC1), time scales (PC2), and reward processing (PC4). Behavioral
uality—likely a result of understanding of the task and experimental
ontext, participant compliance, and attentional focus—showed a satu-
ating pattern, reaching adult levels around the mid-adolescent age of
eak performance, with no later age-related differences. Time scales,
n the other hand—likely capturing an extended planning horizon,
ong-term credit assignment, memory, and prolonged attention—only
ncreased after the performance peak, in late adolescence (Appendix
.3.1). Finally, reward processing was slower at the age of the observed
eak compared to both younger or older participants. Taken together,
dolescents’ behavioral advantage might be a combination of already
dult-like quality of behavior, still child-like learning time scales, and
nique reward processing.

.1. Setting or adaptation?

These findings can be interpreted in two ways (Nussenbaum and
artley, 2019): (1) Based on a settings account, these patterns are
evelopmentally fixed, i.e., expected to guide behavior across contexts
including experiments and real-life situations). Specifically, our results
ould suggest that adolescents generally integrate negative feedback
ore slowly than other age groups, and generally expect fewer rewards
𝑝𝑟𝑒𝑤𝑎𝑟𝑑) and less volatility (𝑝𝑠𝑤𝑖𝑡𝑐ℎ). (2) The adaptation account, on the
other hand, states that experimental findings are a function of both
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context (i.e., experimental task) and participants, and specific param-
eter values reveal the adaptability of participants to contexts, rather
than universal behavioral tendencies. In this view, our results would
highlight adolescents’ increased adaptability to volatile and stochas-
tic environments, given their ability to select near-optimal parameter
settings for this task.

A recent review (Nussenbaum and Hartley, 2019) showed favor-
able empirical evidence for the adaptation compared to the settings
account, given that specific parameter results often differ widely be-
tween studies, while parameter adaptiveness tends to be consistent
(also see (Eckstein et al., 2021b,a)). Our results, as well, are consistent
based on an adaption account, but contradict previous research based
on a settings account: In a previous study (van der Schaaf et al.,
2011), adolescents responded in the most balanced way to reward and
unishment (Fig. 3A; children and adults responded more strongly to
unishment and rewards, respectively); in our study, however, they
esponded in the most imbalanced way, responding least strongly to
egative feedback. While these results contradict each other based on
settings view (greatest balance versus greatest imbalance), they both

uggest that adolescents adapted best to the specific task demands,
upporting an adaptation-based view: In (van der Schaaf et al., 2011),
oth positive and negative outcomes were diagnostic, requiring bal-
nced learning, whereas in our study, only positive outcomes were
iagnostic, requiring imbalanced learning. In other words, both studies
uggest that adolescents showed an increased ability to quickly and
ffortlessly adapt various cognitive parameters to specific task demands
hen faced with stochastic, volatile contexts.

.2. General cognitive abilities

A caveat of our study is the use of a cross-sectional rather than
ongitudinal design. We cannot exclude, for example, that adolescents
ad better schooling, a higher socio-economic status, or higher IQ
cores than participants of other ages. If this was the case, the perfor-
ance peak in adolescence might reflect a difference in task-unrelated

actors rather than unique adaptation to stochasticity and volatility.
owever, several arguments speak against this possibility, including

ecruitment procedures, supplementary analyzes, and the distinctness
f the U-shaped pattern observed in this task compared to the linear
rajectories observed in other tasks performed by the same sample
Appendix 6.4.2).

.3. A role of puberty?

Despite showing specific age-related differences, our study does
ot elucidate which biological mechanisms underlie these differences.
here is growing evidence that gonadal hormones affect inhibitory
eurotransmission, spine pruning, and other variables in the prefrontal
ortex of rodents (Delevich et al., 2019, 2018; Juraska and Willing,
017; Piekarski et al., 2017a,b; Drzewiecki et al., 2016), and evidence
or puberty-related neurobehavioral change is also accumulating in
uman studies (Gracia-Tabuenca et al., 2021; Laube et al., 2020b;
p de Macks et al., 2016; Braams et al., 2015; Blakemore et al.,
010). To test if gonadal hormones might play a role in some of
he observed differences, we assessed pubertal status through self-
eport questionnaires on physical maturation (Petersen et al., 1988) and
alivary testosterone levels (for details, see (Master et al., 2020)). While
ome trends emerged with regard to early puberty (Appendix 6.3.5),
ur study was inconclusive on this issue. The observed trends warrant
10

eeper investigation using longitudinal designs (Kraemer et al., 2000).
3.4. Dual-model approach to cognitive modeling

Because basic RL and BI models (Section 1.2) differ in their cognitive
mechanisms (Sections 4.5.1 and 4.5.2) and behavior (suppl. Fig. 18
and Fig. 19), both complement each other: Each makes unique pre-
dictions, based on unique mechanisms, such that both jointly explain
more than each would individually. However, in the current study,
we ‘‘augmented’’ both models to approximate humans more closely
(i.e., splitting learning rates, adding perseverance), thereby rendering
their behavior and computational mechanisms more similar to each
other. Does this increased similarity pose a problem for their joint use?

At least two arguments justify their combination: (1) Each model
explains the cognitive process differently. Whereas RL explains it in
terms of learning and differentiation of outcome types, BI explains it in
terms of mental-model based predictions and inference. Hence, invok-
ing different cognitive concepts, both explanations are non-redundant
and provide additive insights. (2) Both models still differ behaviorally
(Fig. 6A; suppl. Fig. 20; Appendix 6.3.8) and in terms of the cogni-
tive processes captured by model parameters (Fig. 6B and D). This
implies that both models captured different aspects of human cognitive
processing and provided additive insights.

Taking a step back, the most common computational modeling
approach selects just one family of candidate models (e.g., RL) and
identifies the best-fitting one within this family, readily interpreting
it as the cognitive process employed by participants. An issue with
this approach is that a model from a different family (e.g., BI) might
provide a better fit than any of the tested models. This issue can only
be addressed by fitting models of multiple families, ensuring better
coverage of the space of cognitive hypotheses.

However, this approach poses the new challenge that in addition to
quantitative criteria of model fit (e.g., behavioral prediction, complex-
ity; Bayes factor, AIC; Mulder and Wagenmakers, 2016; Pitt and Myung,
2002; Watanabe, 2013), qualitative criteria become increasingly im-
portant (e.g., interpretability, appropriateness for current hypotheses,
conciseness, generality; Kording et al., 2020; Uttal, 1990; Webb, 2001;
Blohm et al., 2020). Qualitative criteria are often more difficult to
judge because they depend on scientific goals (e.g., explanation versus
prediction; Navarro, 2019; Bernardo and Smith, 2009) and research
philosophy (Blohm et al., 2020). Furthermore, qualitative and quanti-
tative criteria can be at odds, inconveniencing model selection (Jacobs
and Grainger, 1994).

To alleviate these issues, we focused on a range of criteria, in-
cluding numerical fit (WAIC; slight advantage for RL), reproduction of
participant behavior (equally good), continuity with previous neurosci-
entific research (RL), link to specific neural pathways (RL), centrality
for developmental research (equal), claimed superiority in current
paradigm (BI), and interpretability (BI: model parameters map directly
onto main concepts 𝑝𝑠𝑤𝑖𝑡𝑐ℎ: stochasticity, 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 : volatility) to select
a model. Because no model was obviously inferior to the other one
based on these criteria, and both fitted behavior equally well, we
opted to select two winners. This provided the benefits of converging
evidence (e.g., replication: 𝛽𝑅𝐿 ↔ 𝛽𝐵𝐼 , 𝑝𝑅𝐿 ↔ 𝑝𝐵𝐼 ; parallelism between
models: 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 ↔ 𝛼−), distinct insights (e.g., RL: importance of learning,
differential processing of feedback types; BI: importance of inference,
mental models), and the possibility to combine both models to expose
more abstract factors (PC1, PC2, PC4) that differentiate adolescent
cognitive processing from younger and older participants.

However, future research will be required to investigate these issues
in more detail. It will be especially important to investigate the implica-
tions of obtaining evidence for more than one, fundamentally different,
computational claims (e.g., RL and BI). Furthermore, new ways need
to be outlined for dealing with ambiguous model comparison results
(e.g., similar quality of simulated behavior and similar quantitative
model fit, despite theoretically successful model recovery). We expect

that issues like these will gain in prominence as more researchers
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adopt computational methods, and as the variety and quality of com-
putational models increases. It is possible that specifically-designed
experiments will be able to arbitrate between different types of com-
putations; however, it is also possible that they will simply open new
questions, for example showing joint contributions of different compu-
tations, or a more fundamental failure of all candidate computations.
Likely, current experimentation practices (e.g., limited sample sizes,
simplistic tasks) will also need to be revised to address these issues, and
our toolkit of model fitting techniques might have to be equipped with
new conceptual and methodological tools. While the current paper pro-
vides one way of dealing with a situation where no simple arbitration
is possible, it does not offer clear-cut conclusions. We hope that, with
more awareness of the theoretical issues around model comparison
brought forth here, future research will address these questions more
satisfactorily.

3.5. Conclusion

In conclusion, we showed that adolescents outperformed younger
participants and adults in a volatile and stochastic context, two factors
that were hypothesized to have specific relevance to the adolescent
transition to independence. We used two computational models to
examine the cognitive processes underlying this development, RL and
BI. These models suggested that adolescents achieved better perfor-
mance for different reasons: (1) They were best at accurately assessing
the volatility and stochasticity of the environment, and integrated
negative outcomes most appropriately (U-shapes in 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 , 𝑝𝑠𝑤𝑖𝑡𝑐ℎ, and
𝛼−). (2) They combined adult-like behavioral quality (PC1), child-like
time scales (PC2), and developmentally-unique processing of positive
outcomes (PC4). Pubertal development and steroid hormones may
impact a subset of these processes, yet causality is difficult to determine
without manipulation or longitudinal designs (Kraemer et al., 2000).

For purposes of translation from the lab to the ‘‘real world’’, our
study indicates that how youth learn and decide changes in a nonlinear
fashion as they grow. This underscores the importance of youth-serving
programs that are developmentally informed and avoid a one-size-fits-
all approach. Finally, these data support a positive view of adolescence
and the idea that the adolescent brain exhibits remarkable learning
capacities that should be celebrated.

4. Methods

4.1. Participants

All procedures were approved by the Committee for the Protection
of Human Subjects at the University of California, Berkeley. We tested
312 participants: 191 children and adolescents (ages 8–17) and 55
adults (ages 25–30) were recruited from the community, using on-
line ads (e.g., on neighborhood forums), flyers at community events
(e.g., local farmers markets), and physicals posts in the neighborhood
(e.g., printed ads). Community participants completed a battery of
computerized tasks, questionnaires, and saliva samples (Master et al.,
2020). In addition, 66 university undergraduate students (aged 18–
50) were recruited through UC Berkeley’s Research Participation Pool,
and completed the same four tasks, but not the pubertal-development
questionnaire (PDS; Petersen et al., 1988) or saliva sample. Commu-
nity participants were prescreened for the absence of present or past
psychological and neurological disorders; the undergraduate sample
indicated the absence of these. Community participants were compen-
sated with 25$ for the 1–2 h in-lab portion of the experiment and
25$ for completing optional take-home saliva samples; undergraduate
students received course credit for participation.
11
Exclusion criteria. Out of the 191 participants under 18, 184 completed
the current task; reasons for not completing the task included getting
tired, running out of time, and technical issues. Five participants (mean
age 10.0 years) were excluded because their mean accuracy was below
58% (chance: 50%), an elbow point in accuracy, which suggests they
did not pay attention to the task. This led to a sample of 179 par-
ticipants under 18 (male: 96, female: 83). Two participants from the
undergraduate sample were excluded because they were older than 30,
leading to a sample aged 18–28; 7 were excluded because they failed to
indicate their age. This led to a final sample of 57 undergraduate par-
ticipants (male: 19, female: 38). All 55 adult community participants
(male: 26, female: 29) completed the task and were included in the
analyzes, leading to a sample size of 179 participants below 18, and
291 in total (suppl. Fig. 11).

4.2. Testing procedure

After entering the testing room, participants under 18 years and
their guardians provided informed assent and permission, respectively;
participants over 18 provided informed consent. Guardians and par-
ticipants over 18 filled out a demographic form. Participants were led
into a quiet testing room in view of their guardians, where they used
a video game controller to complete four computerized tasks (for more
details about the other tasks, see (Master et al., 2020; Xia et al., 2020;
Eckstein et al., 2021a); for a comparison of all tasks, see (Eckstein
et al., 2021b,a)). At the conclusion of the tasks, participants between
11 and 18 completed the PDS questionnaire, and all participants were
measured in height and weight and compensated with $25 Amazon
gift cards. The entire session took 2–3 h for community participants
(e.g., some younger participants took more breaks), and 1 h for under-
graduate participants (who did not complete the puberty measures and
saliva sample). We paid great attention to the fact that participants took
sufficient breaks between tasks to avoid excessive fatigue and limit the
effects of the differences in testing duration.

4.3. Task design

The goal of the task was to collect golden coins, which were
hidden in one of two boxes. On each trial, participants decided which
box to open, and either received a reward (coin) or not (empty).
Task contingencies—i.e., which box was correct and therefore able to
produce coins—switched unpredictably throughout the task (Fig. 1B).
Before the main task, participants completed a 3-step tutorial: (1) A
prompt explained that only one of the boxes contained a coin (was
‘‘magical’’), and participants completed 10 practice trials on which one
box was always rewarded and the other never (deterministic phase).
(2) Another prompt explained that the magical box sometimes switches
sides, and participants received 8 trials on which only second box was
rewarded, followed by 8 trials on which only the first box was rewarded
(switching phase). (3) The last prompt explained that the magical box
did not always contain a coin, and led into the main task with 120
trials.

In the main task, the correct box was rewarded in 75% of trials;
the incorrect box was never rewarded. After participants reached a
performance criterion, it became possible for contingencies to switch
(without notice), such that the previously incorrect box became the
correct one. The performance criterion was to collect 7–15 rewards,
with the specific number pre-randomized for each block (any number of
non-rewarded trials was allowed in-between rewarded trials). Switches
only occurred after rewarded trials, and the first correct choice after
a switch was always rewarded (while retaining an average of 75%
probability of reward for correct choices), for consistency with the

rodent task (Tai et al., 2012).
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4.4. Behavioral analyzes

For the ‘‘countable’’ performance measures ‘‘number of points won’’
and ‘‘number of blocks completed’’, we calculated corrected measures
because—after excluding invalid trials—some participants had fewer
trials than the original 120. For both measures, corrected measures 𝑚
were calculated based on the raw counts 𝑟 of each measure in the final
dataset (with valid number of trails 𝑡), as follows: 𝑚 = 120 ∗ 𝑟

𝑡 .
We calculated age-based rolling performance averages by averaging

he mean performance of 50 subsequent participants ordered by age.
tandard errors were calculated based on the same rolling window.

We assessed the effects of age on behavioral outcomes (Fig. 2),
sing (logistic) mixed-effects regression models using the package lme4
Bates et al., 2015) in R (RCoreTeam, 2016). All models included
he following regressors to predict outcomes (e.g., overall accuracy,
esponse times): Z-scored age, to assess the linear effect of age on
he outcome; squared, z-scored age, to assess the quadratic (U-shaped)
ffect of age; and sex; furthermore, all models specified random effects
f participants, allowing participants’ intercepts and slopes to vary
ndependently. Additional predictors are noted in the main text. For ex-
mple, the formula of the overall accuracy model was: glmer(ACC ∼
age_z + age_z_squared + sex + (1 | participant), data,
binomial), where data refers to the trial-wise behavioral data of
each participant.

We assessed the effects of previous outcomes on participants’
choices (suppl. Fig. 8B, C, E, F) using logistic mixed-effects regression,
predicting actions (left, right) from previous outcomes (details below),
while testing for effects of and interactions with sex, z-scored age,
and z-scored quadratic age, specifying participants as mixed effects.
We included one predictor for positive and one for negative outcomes
at each delay 𝑖 with respect to the predicted action (e.g., 𝑖 = 1
trial ago). Outcome predictors were coded −1 for left and +1 for
right choices (0 otherwise). Including predictors of trials 1 ≤ 𝑖 ≤ 8
provided the best model fit (suppl. Table 8): 𝐴𝐼𝐶𝑖≤3: 31.046; 𝐴𝐼𝐶𝑖≤4:
1.013; 𝐴𝐼𝐶𝑖≤5: 31.001; 𝐴𝐼𝐶𝑖≤6: 30.981; 𝐴𝐼𝐶𝑖≤7: 30.963; 𝐴𝐼𝐶𝑖≤8:
0.962; 𝐴𝐼𝐶𝑖≤9: 30.966; 𝐴𝐼𝐶𝑖≤10: 30.964. To visualize the results of
his model including all participants, we also ran separate models for
ach participant (suppl. Fig. 8B, C, E, F). However, due to issues of
ultiple comparisons, the grand model was used to assess statistical

ignificance.
We conducted the two-lines regression models according to the

ethod specified in (Simonsohn, 2018), using the functions provided
y the author at http://webstimate.org/twolines/.

.5. Computational models

.5.1. Reinforcement Learning (RL) models
A basic RL model has two parameters, learning rate 𝛼 and decision

emperature 𝛽. On each trial 𝑡, the value 𝑄𝑡(𝑎) of action 𝑎 is updated
ased on the observed outcome 𝑜𝑡 ∈ [0, 1] (no reward, reward):

𝑡+1(𝑎) = 𝑄𝑡(𝑎) + 𝛼(𝑜𝑡 −𝑄𝑡(𝑎))

Action values inform choices probabilistically, based on a softmax
ransformation:

𝑡(𝑎) =
𝑒𝑥𝑝(𝛽 𝑄𝑡(𝑎))

𝑒𝑥𝑝(𝛽 𝑄𝑡(𝑎)) + 𝑒𝑥𝑝(𝛽 𝑄𝑡(𝑎𝑛𝑠))

Here, 𝑎 is the selected, and 𝑎𝑛𝑠 the non-selected action.
Compared to this basic 2-parameter model, the best-fit 4-parameter

model was augmented by splitting learning rates into 𝛼+ and 𝛼−, adding
persistence parameter 𝑝, and the ability for counterfactual updating. We
explain each in turn: Splitting learning rates allowed to differentiate
updates for rewarded (𝑜𝑡 = 1) versus non-rewarded (𝑜𝑡 = 0) trials, with
independent 𝛼− and 𝛼+:

𝑄𝑡+1(𝑎) =

{

𝑄𝑡(𝑎) + 𝛼+(𝑜𝑡 −𝑄𝑡(𝑎)), if 𝑜𝑡 = 1
12

𝑄𝑡(𝑎) + 𝛼−(𝑜𝑡 −𝑄𝑡(𝑎)), if 𝑜𝑡 = 0 l
Choice persistence or ‘‘stickiness’’ 𝑝 changed the value of the
previously-selected action 𝑎𝑡 on the subsequent trial, biasing toward
staying (𝑝 > 0) or switching (𝑝 < 0):

𝑄𝑡+1(𝑎) =

{

𝑄𝑡+1(𝑎) + 𝑝, if 𝑎𝑡 = 𝑎𝑡−1
𝑄𝑡+1(𝑎), if 𝑎𝑡 ≠ 𝑎𝑡−1

Counterfactual updating allows updates to non-selected actions
based on counterfactual outcomes 1 − 𝑜𝑡:

𝑄𝑡+1(𝑎𝑛𝑠) =

{

𝑄𝑡(𝑎𝑛𝑠) + 𝛼+((1 − 𝑜𝑡) −𝑄𝑡(𝑎𝑛𝑠)), if 𝑜 = 1
𝑄𝑡(𝑎𝑛𝑠) + 𝛼−((1 − 𝑜𝑡) −𝑄𝑡(𝑎𝑛𝑠)), if 𝑜 = 0

Initially, we used four parameters 𝛼+, 𝛼+𝑐 , 𝛼−, and 𝛼−𝑐 to represent
each combination of value-based (‘‘+’’ versus ‘‘–’’) and counter-factual
(‘‘c’’) versus factual updating, but collapsing 𝛼+ = 𝛼+𝑐 and 𝛼− = 𝛼−𝑐
improved model fit (Table 3). This suggests that outcomes triggered
equal-sized updates to chosen and unchosen actions.

This final model can be interpreted as basing decisions on a single
value estimate (value difference between both actions), rather than
independent value estimates for each action because chosen and uncho-
sen actions were updated to the same degree and in opposite directions
on each trial. Action values were initialized at 0.5 for all models.

4.5.2. BayesIan Inference (BI) models
The BI model is based on two hidden states: ‘‘Left action is correct’’

(𝑎𝑙𝑒𝑓 𝑡 = 𝑐𝑜𝑟) and ‘‘Right action is correct’’ (𝑎𝑟𝑖𝑔ℎ𝑡 = 𝑐𝑜𝑟). On each
trial, the hidden state switches with probability 𝑝𝑠𝑤𝑖𝑡𝑐ℎ. In each state,
the probability of receiving a reward for the correct action is 𝑝𝑟𝑒𝑤𝑎𝑟𝑑
(Fig. 3A). On each trial, actions are selected in two phases, using a
Bayesian Filter algorithm (Sarkka, 2013): (1) In the estimation phase,
the hidden state of the previous trial 𝑡−1 is inferred based on outcome
𝑜𝑡−1, using Bayes rule:

𝑝(𝑎𝑡−1 = 𝑐𝑜𝑟 | 𝑜𝑡−1)

=
𝑝(𝑜𝑡−1|𝑎𝑡−1 = 𝑐𝑜𝑟) 𝑝(𝑎𝑡−1 = 𝑐𝑜𝑟)

𝑝(𝑜𝑡−1|𝑎𝑡−1 = 𝑐𝑜𝑟) 𝑝(𝑎𝑡−1 = 𝑐𝑜𝑟) + 𝑝(𝑜𝑡−1|𝑎𝑡−1 = 𝑖𝑛𝑐) 𝑝(𝑎𝑡−1 = 𝑖𝑛𝑐)

𝑝(𝑎𝑡−1 = 𝑐𝑜𝑟) is the prior probability that 𝑎𝑡−1 is correct (on the first
trial, 𝑝(𝑎 = 𝑐𝑜𝑟) = 0.5 for 𝑎𝑙𝑒𝑓 𝑡 and 𝑎𝑟𝑖𝑔ℎ𝑡). 𝑝(𝑜𝑡−1|𝑎𝑡−1) is the likelihood of
the observed outcome 𝑜𝑡−1 given action 𝑎𝑡−1. Likelihoods are (dropping
underscripts for clarity): 𝑝(𝑜 = 1|𝑎 = 𝑐𝑜𝑟) = 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 , 𝑝(𝑜 = 0|𝑎 = 𝑐𝑜𝑟) =
1 − 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 , 𝑝(𝑜 = 1|𝑎 = 𝑖𝑛𝑐) = 𝜖, and 𝑝(𝑜 = 0|𝑎 = 𝑐𝑜𝑟) = 1 − 𝜖. 𝜖 is the
probability of receiving a reward for an incorrect action, which was 0
in reality, but set to 𝜖 = 0.0001 to avoid model degeneracy.

(2) In the prediction phase, the possibility of state switches is taken
into account by propagating the inferred hidden-state belief at 𝑡 − 1
forward to trial 𝑡:

𝑝(𝑎𝑡 = 𝑐𝑜𝑟) = (1 − 𝑝𝑠𝑤𝑖𝑡𝑐ℎ) 𝑝(𝑎𝑡−1 = 𝑐𝑜𝑟) + 𝑝𝑠𝑤𝑖𝑡𝑐ℎ 𝑝(𝑎𝑡−1 = 𝑖𝑛𝑐)

We first assessed a parameter-free version of the BI model, truthfully
setting 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 = 0.75, and 𝑝𝑠𝑤𝑖𝑡𝑐ℎ = 0.05. Lacking free parameters, this
model was unable to capture individual differences and led to poor
qualitative (suppl. Fig. 19A) and quantitative model fit (Table 3). The
best-fit BI model had four free parameters: 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 and 𝑝𝑠𝑤𝑖𝑡𝑐ℎ, as well
as the choice parameters 𝛽 and 𝑝, like the winning RL model. 𝛽 and 𝑝
were introduced by applying a softmax to 𝑝(𝑎𝑡 = 𝑐𝑜𝑟) to calculate 𝑝(𝑎𝑡),
the probability of selecting action 𝑎 on trial 𝑡:

𝑝(𝑎𝑡) =
1

1 + 𝑒𝑥𝑝(𝛽(0.5 − 𝑝 − 𝑝(𝑎𝑡 = 𝑐𝑜𝑟)))

When both actions had the same probability and persistence 𝑝 > 0,
then staying was more likely; when 𝑝 < 0, then switching was more
ikely.

http://webstimate.org/twolines/
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4.5.3. Model fitting and comparison
We fitted parameters using hierarchical Bayesian methods (Lee,

2011; Katahira, 2016; van den Bos et al., 2017; Fig. 3B), whose param-
eter recovery clearly superseded those of classical maximum-likelihood
fitting (suppl. Fig. 7). Rather than fitting individual participants, hi-
erarchical Bayesian model fitting estimates the parameters of a pop-
ulation jointly by maximizing the posterior probability 𝑝(𝜃|𝑑𝑎𝑡𝑎) of
ll parameters 𝜃 conditioned on the observed 𝑑𝑎𝑡𝑎, using Bayesian
nference:

(𝜃|𝑑𝑎𝑡𝑎) ∝ 𝑝(𝑑𝑎𝑡𝑎|𝜃) 𝑝(𝜃)

n advantage of hierarchical Bayesian model fitting is that individual
arameters are embedded in a hierarchical structure of priors, which
elps resolve uncertainty at the individual level.

We ran two models to fit parameters: The ‘‘age-less’’ model was used
o estimate participants’ parameters in a non-biased way and conduct
inned analyzes on parameter differences; the ‘‘age-based’’ model was
sed to statistically assess the shapes of parameters’ age trajectories. In
he age-less model, each individual 𝑗’s parameters 𝜃𝑅𝐿𝑗 = [𝑝, 𝛽, 𝛼−, 𝛼+] or
𝐵𝐼
𝑗 = [𝑝, 𝛽, 𝑝𝑠𝑤𝑖𝑡𝑐ℎ, 𝑝𝑟𝑒𝑤𝑎𝑟𝑑 ] were drawn from group-based prior param-
ter distributions. Parameters were drawn from appropriately-shaped
rior distributions, limiting ranges where necessary, which where based
n non-informative, appropriate hyper-priors (suppl. Table 6).

Next, we fitted the model by determining the group-level and indi-
idual parameters with the largest posterior probability under the be-
avioral data 𝑝(𝜃|𝑑𝑎𝑡𝑎). Because 𝑝(𝜃|𝑑𝑎𝑡𝑎) was analytically intractable,
e approximated it using Markov-Chain Monte Carlo sampling, using

he no-U-Turn sampler from the PyMC3 package in python (Salvatier
t al., 2016). We ran 2 chains per model with 6,000 samples per chain,
iscarding the first 1,000 as burn-in. All models converged with small
C errors, sufficient effective sample sizes, and �̂� close to 1 (suppl.

Table 7). For model comparison, we used the Watanabe–Akaike infor-
mation criterion (WAIC), which estimates the expected out-of-sample
prediction error using a bias-corrected adjustment of within-sample
error (Watanabe, 2013).

To obtain participants’ individual fitted parameters, we calculated
the means over all posterior samples (Fig. 5, suppl. Figures 4, 18, and
19). To test whether a parameter 𝜃 differed between two age groups
𝑎1 and 𝑎2, we determined the number of MCMC samples in which the
parameter was larger in one group than the other, i.e., the expectation
E(𝜃𝑎1 < 𝜃𝑎2) across MCMC samples. 𝑝 < 0.05 was used to determine
significance. This concludes our discussion of the age-less model, which
was used to calculate individual parameters in an unbiased way.

To adequately assess the age trajectories of fitted parameters, we
employed a fitting technique based on hierarchical Bayesian model
fitting (Lee, 2011; Katahira, 2016), which avoids biases that arise when
comparing parameters between participants that have been fitted using
maximum-likelihood (van den Bos et al., 2017), and allows to test
specific hypotheses about parameter trajectories by explicitly modeling
these trajectories within the fitting framework: We conducted a sepa-
rate ‘‘age-based’’ model, in which model parameters were allowed to
depend on participants’ age (Fig. 3B). Estimating age effects directly
within the computational model allowed us to estimate group-level
effects in an unbiased way, whereas flat (hierarchical) models that
estimate parameters but not age effects would underestimate (over-
estimate) group-level effects, respectively (Boehm et al., 2018). The
age-based model was exclusively used to statistically assess parameter
age trajectories because individual parameters would be biased by the
inclusion of age in the model.

In the age-based model, each parameter 𝜃 of each participant 𝑗 was
sampled from a Normal distribution around an age-based regression
line (Fig. 3B):

𝜃𝑗 ∼ 𝑁𝑜𝑟𝑚𝑎𝑙(𝜇 = 𝜃𝑖𝑛𝑡 + 𝑎𝑔𝑒 × 𝜃𝑙𝑖𝑛 + 𝑎𝑔𝑒2 × 𝜃𝑞𝑢𝑎, 𝜎 = 𝜃𝑠𝑑 )

Each parameter’s intercept 𝜃𝑖𝑛𝑡, linear change with age 𝜃𝑙𝑖𝑛,
quadratic change with age 𝜃𝑞𝑢𝑎, and standard deviation 𝜃𝑠𝑑 were
sampled from prior distributions of the form specified in suppl. Table
13

6. For more information, see supplementary section 6.2.2.
4.5.4. Correlations between model parameters (Fig. 6D)
We used Spearman correlation because parameters followed dif-

ferent, not necessarily normal, distributions. Employing Pearson cor-
relation led to similar results. p-values were corrected for multiple
comparisons using the Bonferroni method.

4.5.5. Principal Component Analysis (PCA)
To extract general cognitive components from model parameters,

we ran a PCA on all fitted parameters (8 per participant). PCA can be
understood as a method that rotates the initial coordinate system of a
dataset (in our case, 8 axes corresponding to the 8 parameters), such
that the first axis is aligned with the dimension of largest variation in
the dataset (first principle component; PC1), the second axis with the
dimension of second-largest variance (PC2), while being orthogonal to
the first, and so on. In this way, all resulting PCs are orthogonal to each
other, and explain subsequently less variance in the original dataset. We
conducted a PCA after centering and scaling (z-scoring) the data, using
R (RCoreTeam, 2016).

To assess PC age effects, we ran similar regression models as for
behavioral measures, predicting PCs from z-scored age (linear), z-
scored age (quadratic), and sex. When significant, effects were noted in
Fig. 6C. For PC2 and PC4, we also conducted post-hoc t-tests, correcting
for multiple comparison using the Bonferroni method (suppl. Table 17).
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